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Central Charged-Track Multiplicity

Tevatron tunes were ~ 10-20% low on MB and UE

A VERY SENSITIVE E-SCALING PROBE: relative increase in 
the central charged-track multiplicity from 0.9 to 2.36 and 7 TeV 

The updated models (as represented here by the Perugia 2012 and Monash 2013 tunes):
Agree with the LHC min-bias and UE data at each energy
And, non-trivially, they exhibit a more consistent energy scaling between energies

So we may have some hope that we can use these models to do extrapolations

Caveat: still not fully understood why Tevatron tunes were low.
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Discovery at LHC: things are larger and scale faster than we thought they did
See also: Schulz & Skands, 

arXiv:1103.3649

Pythia 8 (Monash 2013)

pr
e-L

HC

po
st-

LHC

LHC

Last Update: August 2014 (ISVHECRI)

Updated PYTHIA Forecasts for 100 TeV
Peter Skands, Monash University

CERN, October 7-9, 2015 
Workshop on QCD, EW and Tools at 100 TeV

100 TeV

50 TeV

LHC

Tevatron

SPS

RHIC

ISR

(+ Cosm
ic 

Ray
s)



P e t e r  S k a n d s

Hadron Collisions in PYTHIA

2

๏Perturbative QCD 2→2 scatterings 
•Typically LO perturbation theory, folded with PDFs 

๏Initial- and Final-State Radiation 
•pT-ordered DGLAP evolution ➜ jets/bremsstrahlung 

๏Multiple Parton Interactions 
•(additional perturbative 2→2 scatterings) 

๏Beam Remnants and Hadronization 
•Strings (+ BE correlations? Colour reconnections? more?) 

๏+ Soft (non-perturbative) processes: Elastic and Diffractive 
•Note: Most LHC tuning efforts have focused on Underlying Event 
and Inelastic, Non-Diffractive Min-Bias Events (→above) 
•➜ The softest parts of PYTHIA have not been updated for a while

M o n a s h  U n i v e r s i t y
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Recent News (or lack thereof)

3

๏Released PYTHIA 8.2, with Monash 2013 tune as default (8.1 had 4C) 

•+ New physics manual writeup, less brief than for PYTHIA 8.1 

!

๏New QCD-based model for Colour Reconnections 
•(Monash default still uses old PYTHIA6-like one, but new tunes available) 

!
!
!
!
!
!
!

๏(+ generalizations to gluons) ➜ multiple string topologies possible: select by length 

๏+ Ongoing work on hard diffraction 
๏Soft diffraction (and total + elastic σ) on to-do list on longer time scale

M o n a s h  U n i v e r s i t y

An  introduction  to  PYTHIA  8.2,  arXiv:1410.3012 The  Monash  Tune;  arXiv:1404.5630

Sjöstrand  +  Rasmussen

String  Formation  Beyond  Leading  Colour,  arXiv:1505.01681  

q

q̄

q

q

uncorrelated colour-
anticolour pair

uncorrelated 
colour-colour pair

3⌦ 3̄ = 8� 1

→ can screen each other 
     with probability 1/9

MPI MPI
→ can (partially) screen each 
other with probability ~ 1/3

3⌦ 3 = 6� 3̄

(new source of baryons)

http://arxiv.org/abs/arXiv:1410.3012
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Total Cross Sections in PYTHIA

4

๏Total Cross Section a la Donnachie & Landshoff ‘92

M o n a s h  U n i v e r s i t y

Reference:  An  introduction  to  PYTHIA  8.2,  arXiv:1410.3012

have been taken into account where relevant and can be turned off for comparisons
with Pythia 6.4. The implementation has been documented in [18]. Both squarks
and gluinos can be made to form long-lived R-hadrons, that subsequently decay. In
between it is possible to change the ordinary-flavour content of the R-hadrons, by
(user-implemented) interactions with the detector material [19].

• New gauge boson processes include production of a Z′ (with full γ∗/Z/Z′ inter-
ference), a W′± and of a horizontally-coupling (between generations) gauge boson
R0.

• Left-right symmetric processes include the production of the SU(2)R bosons W±
R,

Z0
R, and the doubly charged Higgs bosons H++

L and H++
R .

• Leptoquark production, singly or in pairs, with the assumption that the leptoquark
always decays before fragmentation.

• Compositeness processes include the production of excited fermions and the pres-
ence of contact interactions in QCD or EW processes. The production of excited
fermions can be via both gauge and contact interactions; however, only decays via
gauge interactions are supported with angular correlation.

• Hidden Valley processes can be used to study visible consequences of radiation in
a hidden sector. Showering is modified to include a third kind of radiation, fully in-
terleaved with the QCD and QED radiation of the SM. New particles include SU(N)-
charged gauge bosons as well as partners of the SM fermions charged under SU(N).
See [20, 21] for further details.

• Extra-dimension processes include the production of particles predicted by
Randall-Sundrum models, TeV-sized and Large Extra Dimensions, and Unparticles.
See [22, 23, 24] for detailed descriptions.

The full list of available processes and parameters for BSM models along with references
is available in the HTML manual distributed with the code. Furthermore, for the cases of
one, two, or three hard partons/particles in the final state, the user can also use the Pythia
class structure to code matrix elements for required processes as yet unavailable internally,
and even use MadGraph 5 [25] to automatically generate such code. This is discussed
later in subsection 3.8.4.

2.3. Soft processes

Pythia is intended to describe all components of the total cross section in hadronic
collisions, including elastic, diffractive and non-diffractive topologies. Traditionally special
emphasis is put on the latter class, which constitutes the major part of the total cross
section. In recent years the modeling of diffraction has improved to a comparable level,
even if tuning of the related free parameters is lagging behind.

The total, elastic, and inelastic cross sections are obtained from Regge fits to data. At
the time of writing, the default for pp collisions is the 1992 Donnachie-Landshoff parametri-
sation [26], with one Pomeron and one Reggeon term,

σpp
TOT(s) = (21.70 s0.0808 + 56.08 s−0.4525) mb, (1)

6

hep-­‐‑ph/9209205  
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Known for a while: too small σTOT. Chiefly due to σEL ➜ Needs updating!

with the pp CM energy squared, s, in units of GeV2. For pp collisions, the coefficient of
the second (Reggeon) term changes to 98.39; see [26, 27, 10] for other beam types.

The elastic cross section is approximated by a simple exponential falloff with momentum
transfer, valid at small Mandelstam t, related to the total cross section via the optical
theorem,

dσpp
EL(s)

dt
=

(σpp
TOT)

2

16π
exp (Bpp

EL(s) t) → σpp
EL(s) =

(σpp
TOT)

2

16πBpp
EL(s)

, (2)

using 1 mb = 1/(0.3894GeV2) to convert between mb and GeV units, and Bpp
EL = 5+4s0.0808

the pp elastic slope in GeV−2, defined using the same power of s as the Pomeron term in
σTOT, to maintain sensible asymptotic behaviour at high energies. We emphasise that also
the electromagnetic Coulomb term, with interference, can optionally be switched on for
elastic scattering — a feature so far unique to Pythia among major generators.

The inelastic cross section is a derived quantity:

σINEL(s) = σTOT(s)− σEL(s) . (3)

The relative breakdown of the inelastic cross section into single-diffractive (SD), double-
diffractive (DD), central-diffractive (CD), and non-diffractive (ND) components is given by
a choice between 5 different parametrisations [28, 29]. The current default is the Schuler-
Sjöstrand one [27, 30]:

dσpp→Xp
SD (s)

dt dM2
X

=
g3P
16π

β3
pP

M2
X

FSD(MX) exp
(
BXp

SD t
)

, (4)

dσpp
DD(s)

dt dM2
1 dM

2
2

=
g23P
16π

β2
pP

M2
1M

2
2

FDD(M1,M2) exp (BDD t) , (5)

with the diffractive masses (MX , M1, M2), the Pomeron couplings (g3P, βpP), the diffrac-
tive slopes (BSD, BDD), and the low-mass resonance-region enhancement and high-mass
kinematical-limit suppression factors (FSD, FDD) summarised in [28].

The central-diffractive component is a new addition, not originally included in [28]. By
default, it is parametrised according to a simple scaling assumption,

σCD(s) = σCD(sref)

(
ln(0.06 s/s0)

ln(0.06 sref/s0)

)3/2

, (6)

with σCD(sref) the CD cross section at a fixed reference CM energy chosen to be
√
sref =

2TeV by default and
√
s0 = 1GeV. The spectrum is distributed according to

dσpp
CD(s)

dt1 dt2 dξ1 dξ2
∝

1

ξ1ξ2
exp

(
BpX

SD t1
)
exp

(
BXp

SD t2
)

, (7)

with ξ1,2 being the fraction of the proton energy carried away by the Pomeron, related to
the diffractive mass through MCD =

√
ξ1ξ2s.

7

7 TeV
8 TeV

7 TeV
8 TeV

e.g.,  DL:  arXiv:1309.1292:  s0.096?

http://arxiv.org/abs/arXiv:1410.3012
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Total Cross Sections in PYTHIA

5

๏Inelastic Cross Section ≝ Total ÷ Elastic 
!
!
!
!

M o n a s h  U n i v e r s i t y

Reference:  An  introduction  to  PYTHIA  8.2,  arXiv:1410.3012

with the pp CM energy squared, s, in units of GeV2. For pp collisions, the coefficient of
the second (Reggeon) term changes to 98.39; see [26, 27, 10] for other beam types.

The elastic cross section is approximated by a simple exponential falloff with momentum
transfer, valid at small Mandelstam t, related to the total cross section via the optical
theorem,

dσpp
EL(s)

dt
=

(σpp
TOT)

2

16π
exp (Bpp

EL(s) t) → σpp
EL(s) =

(σpp
TOT)

2

16πBpp
EL(s)

, (2)

using 1 mb = 1/(0.3894GeV2) to convert between mb and GeV units, and Bpp
EL = 5+4s0.0808

the pp elastic slope in GeV−2, defined using the same power of s as the Pomeron term in
σTOT, to maintain sensible asymptotic behaviour at high energies. We emphasise that also
the electromagnetic Coulomb term, with interference, can optionally be switched on for
elastic scattering — a feature so far unique to Pythia among major generators.

The inelastic cross section is a derived quantity:

σINEL(s) = σTOT(s)− σEL(s) . (3)

The relative breakdown of the inelastic cross section into single-diffractive (SD), double-
diffractive (DD), central-diffractive (CD), and non-diffractive (ND) components is given by
a choice between 5 different parametrisations [28, 29]. The current default is the Schuler-
Sjöstrand one [27, 30]:

dσpp→Xp
SD (s)

dt dM2
X

=
g3P
16π

β3
pP

M2
X

FSD(MX) exp
(
BXp

SD t
)

, (4)

dσpp
DD(s)

dt dM2
1 dM

2
2

=
g23P
16π

β2
pP

M2
1M

2
2

FDD(M1,M2) exp (BDD t) , (5)

with the diffractive masses (MX , M1, M2), the Pomeron couplings (g3P, βpP), the diffrac-
tive slopes (BSD, BDD), and the low-mass resonance-region enhancement and high-mass
kinematical-limit suppression factors (FSD, FDD) summarised in [28].

The central-diffractive component is a new addition, not originally included in [28]. By
default, it is parametrised according to a simple scaling assumption,

σCD(s) = σCD(sref)

(
ln(0.06 s/s0)

ln(0.06 sref/s0)

)3/2

, (6)

with σCD(sref) the CD cross section at a fixed reference CM energy chosen to be
√
sref =

2TeV by default and
√
s0 = 1GeV. The spectrum is distributed according to

dσpp
CD(s)

dt1 dt2 dξ1 dξ2
∝

1

ξ1ξ2
exp

(
BpX

SD t1
)
exp

(
BXp

SD t2
)

, (7)

with ξ1,2 being the fraction of the proton energy carried away by the Pomeron, related to
the diffractive mass through MCD =

√
ξ1ξ2s.
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Most relevant, for min-bias etc.

•Current parametrisation agrees 
well with LHC measurements, 
including at 13 TeV

13TeV

•(summed over diffractive and 
non-diffractive components)

➜ Not everything is wrong!

http://arxiv.org/abs/arXiv:1410.3012
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Modelling Inelastic Events: Diffraction

6

๏Inelastic Cross Section = ND + SD + DD (+CD) 
•  
!

•Can in principle interfere  
๏➜ model-dependent classification 

•Define physical observables  
๏(large gaps, identified protons, … ) 

!
!

M o n a s h  U n i v e r s i t y

Reference:  An  introduction  to  PYTHIA  8.2,  arXiv:1410.3012
Depending on the selected diffractive parametrisation, the non-diffractive cross section

is evaluated by integrating the diffractive components and subtracting them from σINEL,

σpp
ND(s) = σpp

INEL(s)−
∫ (

dσpp→Xp
SD (s) + dσpp→pX

SD (s) + dσpp
DD(s) + dσpp

CD(s)
)

. (8)

Note, therefore, that the ND cross section is only defined implicitly, via eqs. (3) – (8).
We emphasise that recent precision measurements at high energies, in particular by

TOTEM [31, 32] and by ALPHA [33], have highlighted that σTOT(s) and σEL(s) actually
grow a bit faster at large s, while σINEL(s) remains in the right ballpark. More recent
fits [34, 35] are consistent with using a power s0.096 for the Pomeron term. Updating the
total cross-section formulae in Pythia 8 is on the to-do list for a future revision.

Alternatively, it is also possible to set your own user-defined cross sections (values only,
not functional forms), see the HTML manual’s section on “Total Cross Sections”.

Among the event classes, the non-diffractive one is the norm, in the context of which
most aspects of event generators have been developed. It is therefore amply covered in
subsequent sections.

Single, double and central diffraction now are handled in the spirit of the Ingelman–
Schlein model [36], wherein a Pomeron is viewed as glueball-like hadronic state. The
Pomeron flux defines the mass spectrum of diffractive systems, whereas the internal struc-
ture of this system is simulated in the spirit of a non-diffractive hadronic collision between
a Pomeron and a proton [28]. Low-mass diffractive systems are still assumed to exhibit
no perturbative effects and hence are represented as purely non-perturbative hadronizing
strings, respecting the quantum numbers of the diffractively excited hadrons and with phe-
nomenological parameters governing the choice between two different possible string config-
urations. For diffractive systems with masses greater than about 10 GeV (a user-modifiable
smooth transition scale), ISR and FSR effects are fully included, hence diffractive jets are
showered, and the additional possibility of MPI within the Pomeron–proton system allows
for an underlying event to be generated within the diffractive system.

Exclusive diffractive processes, like pp→ pph, with h representing a single hadron, have
not been implemented and would in any case not profit from the full Pythia machinery.

2.4. Parton distributions

Currently, sixteen parton distribution function (PDF) sets for the proton come built-
in. In addition to the internal proton sets, a few sets are also available for the pion, the
Pomeron, and the leptons. The Q2 evolution of most of these sets is based on interpolation
of a grid. A larger selection of PDFs can be obtained via the interfaces to the LHAPDF
libraries, one to the older Fortran-based LHAPDF5 [37] and one to the newer C++-based
LHAPDF6 [38].

Given that the Pythia machinery basically is a leading-order (LO) one, preference has
been given to implementing LO sets internally. In a LO framework, the PDFs have a clear
physical interpretation as the number density of partons, and can be related directly to
measurable quantities. In the modeling of minimum bias (MB) and underlying event (UE)
phenomena, very small x scales are probed, down to around 10−8, for Q scales that may
go below 1 GeV. Measurements of F2 imply a small-x behaviour for gluon and sea quark
PDFs where xfi(x,Q2) is constant or even slowly rising for x → 0 at a fixed Q2 around

8

with the pp CM energy squared, s, in units of GeV2. For pp collisions, the coefficient of
the second (Reggeon) term changes to 98.39; see [26, 27, 10] for other beam types.

The elastic cross section is approximated by a simple exponential falloff with momentum
transfer, valid at small Mandelstam t, related to the total cross section via the optical
theorem,

dσpp
EL(s)

dt
=

(σpp
TOT)

2

16π
exp (Bpp

EL(s) t) → σpp
EL(s) =

(σpp
TOT)

2

16πBpp
EL(s)

, (2)

using 1 mb = 1/(0.3894GeV2) to convert between mb and GeV units, and Bpp
EL = 5+4s0.0808

the pp elastic slope in GeV−2, defined using the same power of s as the Pomeron term in
σTOT, to maintain sensible asymptotic behaviour at high energies. We emphasise that also
the electromagnetic Coulomb term, with interference, can optionally be switched on for
elastic scattering — a feature so far unique to Pythia among major generators.

The inelastic cross section is a derived quantity:

σINEL(s) = σTOT(s)− σEL(s) . (3)

The relative breakdown of the inelastic cross section into single-diffractive (SD), double-
diffractive (DD), central-diffractive (CD), and non-diffractive (ND) components is given by
a choice between 5 different parametrisations [28, 29]. The current default is the Schuler-
Sjöstrand one [27, 30]:

dσpp→Xp
SD (s)

dt dM2
X

=
g3P
16π

β3
pP

M2
X

FSD(MX) exp
(
BXp

SD t
)

, (4)

dσpp
DD(s)

dt dM2
1 dM

2
2

=
g23P
16π

β2
pP

M2
1M

2
2

FDD(M1,M2) exp (BDD t) , (5)

with the diffractive masses (MX , M1, M2), the Pomeron couplings (g3P, βpP), the diffrac-
tive slopes (BSD, BDD), and the low-mass resonance-region enhancement and high-mass
kinematical-limit suppression factors (FSD, FDD) summarised in [28].

The central-diffractive component is a new addition, not originally included in [28]. By
default, it is parametrised according to a simple scaling assumption,

σCD(s) = σCD(sref)

(
ln(0.06 s/s0)

ln(0.06 sref/s0)

)3/2

, (6)

with σCD(sref) the CD cross section at a fixed reference CM energy chosen to be
√
sref =

2TeV by default and
√
s0 = 1GeV. The spectrum is distributed according to

dσpp
CD(s)

dt1 dt2 dξ1 dξ2
∝

1

ξ1ξ2
exp

(
BpX

SD t1
)
exp

(
BXp

SD t2
)

, (7)

with ξ1,2 being the fraction of the proton energy carried away by the Pomeron, related to
the diffractive mass through MCD =

√
ξ1ξ2s.
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Spectra: 5 different possibilities. Default is Schuler-Sjöstrand:
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(Note on Diffraction and CR)
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Figure 34: pp collisions at 4 different CM energies. Integrated QCD 2 ! 2 cross section above p
Tmin

,
as a function of p

Tmin

. Top Left: 200 GeV; Top Right: 900 GeV; Bottom Left: 13 TeV; Bottom Right:

100 TeV.
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Figure 34: pp collisions at 4 different CM energies. Integrated QCD 2 ! 2 cross section above p
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๏Consider the inclusive-jet cross section in QCD 
•At LO = perturbative parton-parton (2→2) QCD cross section (tree-level)

M o n a s h  U n i v e r s i t y

σ2→2 > σpp interpreted as consequence of each pp containing several 2→2 interactions: MPI

ECM = 200 GeV ECM = 100 TeV
(fit)

hadron-hadron

parton-parton

parton-parton

hadron-hadron

single parton interaction 
= good approximation

single parton interaction 
= bad approximation
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Modelling Inelastic Events: MPI
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๏Interleaved Evolution (FSR + ISR + MPI) 
•Perturbative MPI evolution regulated by colour-screening scale pT0 

!
!
!

•pT0 scales with CM energy:  
๏Old Default (4C)  : γ = 0.19!
๏Monash 2013       : γ = 0.215!
๏New “Monash Slow” : γ = 0.23  (➜ cutoff increases faster → Nch grows slower) 

๏Event structure (e.g., Nch distributions) further significantly affected by: 
•Proton b profile; Low-x PDFs; Colour Reconnections; Other collective effects? 

๏Hadronization: Lund String Model 
•Jet Universality: fundamental parameters constrained by LEP data 

๏No additional parameters for gluon jets, nor for pp collisions (modulo dynamics)

M o n a s h  U n i v e r s i t y

particular, the mix of MPI processes has been enlarged from covering only partonic QCD
2→ 2 scattering in Pythia 6 to also allowing for multiple γ+jet and γγ processes, colour-
singlet and -octet charmonium and bottomonium production, s-channel γ exchange, and
t-channel γ/Z0/W± exchange. Note also that for dedicated studies of two low-rate processes
in coincidence, the user can now request two distinct hard interactions in the same event,
with further MPI occurring as usual. There are then no Sudakov factors included for these
two interactions, similarly to normal events with one hard interaction.

The starting point for parton-based MPI models is the observation that the t-channel
propagators and αs factors appearing in perturbative QCD 2→ 2 scattering diverge at low
momentum transfers,

dσ2→2 ∝
g4s

16π2

dt

t2
∼ α2

s(p
2
⊥)

dp2⊥
p4⊥

, (19)

a behaviour further exacerbated by the abundance of low-x partons that can be accessed
at large hadronic

√
s. At LHC energies, this parton–parton cross section, integrated from

some fixed p⊥min scale up to the kinematic maximum, becomes larger than the total hadron–
hadron cross section for p⊥min values of order 4−5 GeV. In the context of MPI models, this
is interpreted straightforwardly to mean that each hadron–hadron collision contains several
parton–parton collisions, with typical momentum transfers of the latter of order p⊥min.

This simple reinterpretation in fact expresses unitarity; instead of the total interaction
cross section diverging as p⊥min → 0, which would violate unitarity, we have restated the
problem so that it is now the number of MPI per collision that diverges, while the total
cross section remains finite.

Taking effects beyond (unitarised) 2 → 2 perturbation theory into account, the rise of
the parton–parton cross section for p⊥ → 0 must ultimately be tamed by colour-screening
effects; the individual coloured constituents of hadrons cannot be resolved by infinitely long
(transverse) wavelengths, analogously to how hadronisation provides a natural lower cutoff
for the perturbative parton-shower evolution. In Pythia, rather than attempting an ex-
plicit dynamical modeling of screening and/or saturation effects, this aspect is implemented
via the effective replacement,

dσ2→2

dp2⊥
∝
α2
s (p

2
⊥)

p4⊥
→

α2
s (p

2
⊥ + p2⊥0)

(p2⊥ + p2⊥0)
2

, (20)

which smoothly regulates the divergence. The MPI cross section in the p⊥ → 0 limit thus
tends to a constant, the size of which is controlled directly by:

1. the effective p⊥0 parameter,
2. the value of αs(MZ) used for MPI and its running order, and
3. the PDF set used to provide the parton luminosities for MPI.

These are therefore the three main tunable aspects of the model. Two further highly
important ones are the assumed shape of the hadron mass distribution in impact-parameter
space, and the strength and modeling of colour-reconnection effects.

To be more explicit, the regulated parton–parton cross section, eq. (20), can be in-
tegrated to provide a first rough estimate of how many MPI, on average, occur in each

13

Main MB/UE 
tuning parameter

Main energy-
scaling parameter

p2T0(s) / s�
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Perugia 0 (2009)
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Pythia 8 (4C)

Data from ALICE EPJ C68 (2010) 345

Central Charged-Track Multiplicity

Tevatron tunes were ~ 10-20% low on MB and UE

A VERY SENSITIVE E-SCALING PROBE: relative increase in 
the central charged-track multiplicity from 0.9 to 2.36 and 7 TeV 

The updated models (as represented here by the Perugia 2012 and Monash 2013 tunes):
Agree with the LHC min-bias and UE data at each energy
And, non-trivially, they exhibit a more consistent energy scaling between energies

So we may have some hope that we can use these models to do extrapolations

Caveat: still not fully understood why Tevatron tunes were low.

Min/Max
Range

Discovery at LHC: things are larger and scale faster than we thought they did
See also: Schulz & Skands, 

arXiv:1103.3649

Pythia 8 (Monash 2013)

pr
e-L

HC

po
st-

LHC

Best measured: INEL > 0  
(at least one charged particle 
inside |eta| < 1)

13TeV

Per unit ΔηΔφ

100 TeV: <Nch>/ΔηΔφ = 1.75 ± 0.15

INEL > 0  



2 3 4 5

)π
>/

(2
ch

<n
0

0.5

1

1.5

2

2.5
cm|<0.5) vs Eη> density (INEL, |ch<n

Pythia 8.212

Data
Monash

QCDMonash CR
Monash Slow
4C

bins/N2
5%
χ

0.1±1.2 
0.2±2.1 
0.1±0.7 
0.1±2.4 

V 
I N

 C
 I 

A 
R

 O
 O

 T

pp

/GeV)cm(E
10

log
2 3 4 5

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4

P e t e r  S k a n d s

Extrapolation to all INEL

11M o n a s h  U n i v e r s i t y

13TeV

<Nch> per unit ΔηΔφ

100 TeV: <Nch>/ΔηΔφ = 1.5 ± 0.15

INEL  

Bear in mind 
(larger uncertainties from diffractive 
contributions, in need of updating)

Densities @ 13 TeV 
Monash 13 scales slightly fast? 
Monash Slow scales slightly better?

MultiPartonInteractions:ecmPow = 0.23!
MultiPartonInteractions:pT0ref = 2.36!
MultiPartonInteractions:expPow = 1.65!
ColourReconnection:range = 1.9 !

“Monash Slow” parameters: lower at 100 TeV

Default Monash = {0.215, 2.28, 1.85, 1.8} respectively
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Beam Di rect ion
MPI

Without Colour Reconnections 
Each MPI hadronizes independently of all others

Outgoing parton
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Beam Di rect ion
MPI

Without Colour Reconnections 
Each MPI hadronizes independently of all others

Outgoing parton
String Piece
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Collective Effects?
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Beam Di rect ion
MPI

With Colour Reconnections 
MPI hadronize collectively

Outgoing parton
String Piece

See  also  Ortiz  et  al.,  Phys.Rev.LeY.  111  (2013)  4,  042001  

comoving hadrons

Highly interesting theory questions now. 
Is there collective flow in pp? Or not? 

If yes, what is its origin? 
Is it stringy, or hydrodynamic ? (or …?)

Or Thermal?

Or Higher String Tension?

E.g.,  EPOS

E.g.,  DIPSY  rope
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Collective Effects?
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Beam Di rect ion
MPI

With Colour Reconnections 
MPI hadronize collectively

Outgoing parton
String Piece

See  also  Ortiz  et  al.,  Phys.Rev.LeY.  111  (2013)  4,  042001  

comoving hadrons

Highly interesting theory questions now. 
Is there collective flow in pp? Or not? 

If yes, what is its origin? 
Is it stringy, or hydrodynamic ? (or …?)

Or Thermal?

Or Higher String Tension?

Or?E.g.,  EPOS

E.g.,  DIPSY  rope

(How) is this reflected in the 
remnant fragmentation?  

Correlate with high y, forward
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๏HEP MC Models mainly target (and rooted in) high-pT perturbative processes 
๏  Jets (ISR & FSR: parton showers) + hadronization (strings/clusters) 

๏Lesson from Tevatron (no doubt after LHC): Underlying Event requires MPI 

๏PYTHIA, HERWIG, and SHERPA all include MPI models 
๏  Under quite active development, mainly in response to LHC 
๏  Also used as basis to model (nondiffractive) minimum-bias 

๏Lessons from LHC 
๏  Energy scaling is somewhat faster than Tevatron-era tunes. (Monash may be too fast) 
๏  Hadronization in pp appears to be non-trivial extension wrt LEP 
๏  Flow-like spectra? Nch and Mass dependencies. Correlations? (cf RHIC, Tevatron) 
๏  Diffraction in need of update. 

๏Quo Vadis? 
๏  Understand process of color neutralization (CR) in pp vs hydro flow? 
๏  Understand connection with initial state: low-x PDFs, saturation 
๏  Understand interplay between diffraction and CR; role and modelling

M o n a s h  U n i v e r s i t y

Check e.g.:	


mcplots.cern.ch

http://mcplots.cern.ch
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Central vs Forward
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๏ Take an extremely simple case of just 2 MPI

M o n a s h  U n i v e r s i t y

1) Add final-state radiation

Small overlaps between different jets 
: main CR questions are  
  inter-jet and jet-beam 
: boosted strings etc.

2) Add intial-state radiation
All the ISR radiation overlaps! 
(each MPI scattering centre must reside 
within one proton radius of all others) 
: expect significant ‘colour confusion’ 
: intra-jet CR (unlike central and LEP) 
: Strong effects in FWD region 
(in addition to low-x gluon / saturation)

2

1
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The Effects of CR

18M o n a s h  U n i v e r s i t y

Fewer  par t ic les … wi th  h igher  pT
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The Effects of CR
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Fewer  par t ic les … wi th  h igher  pT

Strong 
dependence 

on Nch
Strong mass 

dependence
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extracted and applied as a function of the T2 track multi-
plicity and affects only the 1h category. The systematic
uncertainty is estimated to be 0.45% which corresponds
to the maximal variation of the background that gives a
compatible fraction of 1h events (trigger and pileup cor-
rected) in the two samples.

Trigger efficiency: This correction is estimated from the
zero-bias triggered events. It is extracted and applied as a
function of the T2 track multiplicity, being significant
for events with only one track and rapidly decreasing to
zero for five or more tracks. The systematic uncertainty is
evaluated comparing the trigger performances with and
without the requirement of having a track pointing to the
vertex and comparing the overall rate correction in the two
samples.

Pileup: This correction factor is determined from the
zero-bias triggered events: the probability to have a bunch
crossing with tracks in T2 is 0.05–0.06 from which the
probability of having n ! 2 inelastic collisions with tracks
in T2 in the same bunch crossing is derived. The systematic
uncertainty is assessed from the variation, within the same
data set, of the probability to have a bunch crossing with
tracks in T2 and from the uncertainty due to the T2 event
reconstruction efficiency.

Reconstruction efficiency: This correction is estimated
using Monte Carlo generators (PYTHIA8 [13], QGSJET-
II-03 [14]) tuned with data to reproduce the measured
fraction of 1h events which is equal to 0:216" 0:007.
The systematic uncertainty is assumed to be half of the
correction: as it mainly depends on the fraction of events
with only neutral particles in T2, it accounts for variations
between the different Monte Carlo generators.

T1 only: This correction takes into account the amount
of events with no final state particles in T2 but one or
more tracks in T1. The uncertainty is the precision with
which this correction can be calculated from the zero-bias
sample plus the uncertainty of the T1 reconstruction
efficiency.

Internal gap covering T2: This correction takes into
account the events which could have a rapidity gap fully
covering the T2 ! range and no tracks in T1. It is estimated
from data, measuring the probability of having a gap in T1

and transferring it to the T2 region. The uncertainty takes
into account the different conditions (average charged
multiplicity, pT threshold, gap size, and surrounding
material) between the two detectors.
Central diffraction: This correction takes into account

events with all final state particles outside the T1 and T2
pseudorapidity acceptance and it is determined from simu-
lations based on the PHOJET and MBR event generators
[15,16]. Since the cross section is unknown and the uncer-
tainties are large, no correction is applied to the inelastic
rate but an upper limit of 0.25 mb is taken as an additional
source of systematic uncertainty.
Low mass diffraction: The T2 acceptance edge at j!j ¼

6:5 corresponds approximately to diffractive masses of
3.6 GeV (at 50% efficiency). The contribution of events
with all final state particles at j!j> 6:5 is estimated with
QGSJET-II-03 after tuning the Monte Carlo prediction with

TABLE IV. Summary of the measured cross sections with detailed uncertainty composition.
The " uncertainty follows from the COMPETE preferred-model " extrapolation error of
"0:007. The right-most column gives the full systematic uncertainty, combined in quadrature
and considering the correlations between the contributions.

Systematic uncertainty

Quantity Value el. t-dep el. norm inel " ) full

#tot (mb) 101.7 "1:8 "1:4 "1:9 "0:2 ) "2:9
#inel (mb) 74.7 "1:2 "0:6 "0:9 "0:1 ) "1:7
#el (mb) 27.1 "0:5 "0:7 "1:0 "0:1 ) "1:4
#el=#inel (%) 36.2 "0:2 "0:7 "0:9 ) "1:1
#el=#tot (%) 26.6 "0:1 "0:4 "0:5 ) "0:6

FIG. 1 (color). Compilation [8,20–24] of the total (#tot), in-
elastic (#inel) and elastic (#el) cross-section measurements: the
TOTEM measurements described in this Letter are highlighted.
The continuous black lines (lower for pp, upper for !pp) repre-
sent the best fits of the total cross-section data by the COMPETE
collaboration [19]. The dashed line results from a fit of the
elastic scattering data. The dash-dotted lines refer to the inelastic
cross section and are obtained as the difference between the
continuous and dashed fits.

PRL 111, 012001 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
5 JULY 2013

012001-4

7 TeV

8 TeV
A
LI

C
E

AT
L

C
M

S
A
LI

C
E

TO
TE

M
TO

TE
M

TO
TE

M

A
U

G
ER

A
U

G
ER

13 TeV

PP CROSS SECTIONS 
TOTEM, PRL 111 (2013) 1, 012001

�inel(13 TeV) ⇠ 80± 3.5 mb
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(s) = �
el
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(s) / s0.08 or ln

2
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PYTHIA (DL0.08)

(PYTHIA versions: 6.4.28 & 8.1.80)
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σinel(100 TeV): 107 mb
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PHOJET elastic 
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Regge Theory

E.g.,  QGSJET

+ “Mixed” 
E.g.,  PHOJET, EPOS, 

SHERPA-KMR

See e.g. Reviews by MCnet [arXiv:1101.2599] and KMR [arXiv:1102.2844]

Optical Theorem 
+ Eikonal multi-Pomeron exchanges

σtot,inel ∝ sε  or  log2(s)

Cut Pomerons → Flux Tubes (strings) 
Uncut Pomerons → Elastic (& eikonalization) 

Cuts unify treatment of all soft processes 
EL, SD, DD, … , ND

Perturbative contributions added above Q0 

A Parton Based

to additional reconstructible jets is, however, quite small. Soft interactions that do not give
rise to observable jets are much more plentiful, and can give significant corrections to the
color flow and total scattered energy of the event. This a↵ects the final-state activity in a
more global way, increasing multiplicity and summed E

T

distributions, and contributing to
the break-up of the beam remnants in the forward direction.

The first detailed Monte Carlo model for perturbative MPI was proposed in [62], and
with some variation this still forms the basis for most modern implementations. Some useful
additional references can be found in [15]. The first crucial observation is that the t-channel
propagators appearing in perturbative QCD 2 ! 2 scattering almost go on shell at low p?,
causing the di↵erential cross sections to become very large, behaving roughly as

d�
2!2

/ dt

t2
⇠ dp2

?
p4

?
. (1.13)

This cross section is an inclusive number. Thus, if a single hadron-hadron event contains
two parton-parton interactions, it will “count” twice in �

2!2

but only once in �
tot

, and so
on. In the limit that all the interactions are independent and equivalent, one would have

�
2!2

(p?min

) = hni(p?min

) �
tot

, (1.14)

with hni(p?min

) giving the average of a Poisson distribution in the number of parton-parton
interactions above p?min

per hadron-hadron collision,

P
n

(p?min

) = (hni(p?min

))n

exp (�hni(p?min

))

n!
. (1.15)

This simple argument in fact expresses unitarity; instead of the total interaction cross section
diverging as p?min

! 0 (which would violate unitarity), we have restated the problem so that
it is now the number of MPI per collision that diverges, with the total cross section remaining
finite. At LHC energies, the 2 ! 2 scattering cross sections computed using the full LO
QCD cross section folded with modern PDFs becomes larger than the total pp one for p?
values of order 4–5 GeV [74]. One therefore expects the average number of perturbative MPI
to exceed unity at around that scale.

Two important ingredients remain to fully regulate the remaining divergence. Firstly,
the interactions cannot use up more momentum than is available in the parent hadron.
This suppresses the large-n tail of the estimate above. In PYTHIA-based models, the MPI
are ordered in p?, and the parton densities for each successive interaction are explicitly
constructed so that the sum of x fractions can never be greater than unity. In the HERWIG
models, instead the uncorrelated estimate of hni above is used as an initial guess, but the
generation of actual MPI is stopped once the energy-momentum conservation limit is reached.

The second ingredient invoked to suppress the number of interactions, at low p? and
x, is color screening; if the wavelength ⇠ 1/p? of an exchanged colored parton becomes
larger than a typical color-anticolor separation distance, it will only see an average color
charge that vanishes in the limit p? ! 0, hence leading to suppressed interactions. This
provides an infrared cuto↵ for MPI similar to that provided by the hadronization scale for
parton showers. A first estimate of the color-screening cuto↵ would be the proton size,
p?min

⇡ ~/r
p

⇡ 0.3 GeV ⇡ ⇤
QCD

, but empirically this appears to be far too low. In current
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to additional reconstructible jets is, however, quite small. Soft interactions that do not give
rise to observable jets are much more plentiful, and can give significant corrections to the
color flow and total scattered energy of the event. This a↵ects the final-state activity in a
more global way, increasing multiplicity and summed E

T

distributions, and contributing to
the break-up of the beam remnants in the forward direction.

The first detailed Monte Carlo model for perturbative MPI was proposed in [62], and
with some variation this still forms the basis for most modern implementations. Some useful
additional references can be found in [15]. The first crucial observation is that the t-channel
propagators appearing in perturbative QCD 2 ! 2 scattering almost go on shell at low p?,
causing the di↵erential cross sections to become very large, behaving roughly as
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. (1.13)

This cross section is an inclusive number. Thus, if a single hadron-hadron event contains
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! 0 (which would violate unitarity), we have restated the problem so that
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QCD cross section folded with modern PDFs becomes larger than the total pp one for p?
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→ Multi-parton interactions (MPI) 
+ Parton Showers & Hadronization 
Regulate dσ at low pT0  ~ few GeV 

Screening/Saturation → energy-dependent pT0

Total cross sections from Regge Theory  
(Donnachie-Landshoff + Parametrizations)

E.g.,  PYTHIA, 
HERWIG, SHERPA, SIBYLL
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to additional reconstructible jets is, however, quite small. Soft interactions that do not give
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color flow and total scattered energy of the event. This a↵ects the final-state activity in a
more global way, increasing multiplicity and summed E
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the break-up of the beam remnants in the forward direction.
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⊗ PDFs

Starting Point: Perturbative QCD 2 → 2

Good at 
High Q2 

and 
finite x

Extrapolation to soft scales delicate. 
Impressive successes with MPI-based 
models but still far from a solved problem

Form of PDFs at small x and Q2 

Form and Ecm (and/or x) dependence of pT0 regulator 
Modeling of the diffractive component 
Proton transverse mass distribution 
Colour Reconnections, Collective Effects

Saturation

See also Connecting hard to soft: KMR, EPJ C71 (2011) 1617   +   PYTHIA “Perugia Tunes”: PS, PRD82 (2010) 074018
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EXAMPLE: PYTHIA 8 
Range of x values probed by 

different MPI tunes

Controlling these issues will require an improved understanding of the interplay 
between low-x PDFs, saturation / screening, and MPI in MC context.   

(+ Clean model-independent experimental constraints!)
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Warning: Not automatic: difficult cross-community communication (+ low visibility)

๏ What range of X values are actually probed?
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10% more s t rangeness
Better agreement with ee 
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Kaons at LHC
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Example: Z0 → qq

Figure 1.1: Color development of a shower in e+e� annihilation. Systems of color-connected
partons are indicated by the dashed lines.

1.1.5 Color information

Shower MC generators track large-Nc color information during the development of the
shower. In the large-Nc limit, a quark is represented by a color line, i.e. a line with an
arrow in the direction of the shower development, an antiquark by an anticolor line, with
the arrow in the opposite direction, and a gluon by a pair of color-anticolor lines. The rules
for color propagation are:

. (1.9)

At the end of the shower development, partons are connected by color lines. We can have
a quark directly connected by a color line to an antiquark, or via an arbitrary number of
intermediate gluons, as shown in fig 1.1. It is also possible for a set of gluons to be connected
cyclically in color, as e.g. in the decay �� ggg.

The color information is used in angular-ordered showers, where the angle of color-
connected partons determines the initial angle for the shower development, and in dipole
showers, where dipoles are always color-connected partons. It is also used in hadronization
models, where the initial strings or clusters used for hadronization are formed by systems of
color-connected partons.

1.1.6 Electromagnetic corrections

The physics of photon emission from light charged particles can also be treated with a shower
MC algorithm. A high-energy electron, for example, is accompanied by bremsstrahlung
photons, which considerably a⇥ect its dynamics. Also here, similarly to the QCD case,
electromagnetic corrections are of order �em ln Q/me, or even of order �em ln Q/me ln E�/E
in the region where soft photon emission is important, so that their inclusion in the simulation
process is mandatory. This can be done with a Monte Carlo algorithm. In case of photons
emitted by leptons, at variance with the QCD case, the shower can be continued down
to values of the lepton virtuality that are arbitrarily close to its mass shell. In practice,
photon radiation must be cut o⇥ below a certain energy, in order for the shower algorithm to
terminate. Therefore, there is always a minimum energy for emitted photons that depends
upon the implementations (and so does the MC truth for a charged lepton). In the case of
electrons, this energy is typically of the order of its mass. Electromagnetic radiation below
this scale is not enhanced by collinear singularities, and is thus bound to be soft, so that the
electron momentum is not a⇥ected by it.

7

Singlet #1 Singlet #2 Singlet #3

Coherence of pQCD cascades → not much “overlap” between singlet subsystems  
→ Leading-colour approximation pretty good 

!
LEP measurements in WW confirm this (at least to order 10% ~ 1/Nc2 )
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Note: (much) more color getting kicked around in hadron collisions

Example of  Color  F low in  a  Par ton Cascade



P e t e r  S k a n d s

u(�p�0

, p
+

)

dd̄

ss̄

�+(�p�0

� �p�1

, z
1

p
+

)

K0(�p�1

� �p�2

, z
2

(1� z
1

)p
+

)

...

Q
IR

shower

· · ·
Q

UV

Fig. 21: Illustration of the iterative selection of flavours and momenta in the Lund string fragmentation model.

practice this is only approximately true for B

⇤
/B. For lighter flavours, the difference in phase space

caused by the V –S mass splittings implies a suppression of vector production. Thus, for D

⇤
/D, the

effective ratio is already reduced to about ⇠ 1.0 – 2.0, while for K

⇤
/K and ⇢/⇡, extracted values

range from 0.3 – 1.0. Recall, as always, that these are production ratios of primary hadrons, hence
feed-down complicates the extraction of these parameters from experimental data, in particular for
the lighter hadron species. The production of higher meson resonances is assumed to be low in a
string framework23. For diquarks, separate parameters control the relative rates of spin-1 diquarks vs.
spin-0 ones and, likewise, have to extracted from data, with resulting values of order (qq)1/(qq)0 ⇠
0.075 – 0.15.

With p

2
? and m

2 now fixed, the final step is to select the fraction, z, of the fragmenting end-
point quark’s longitudinal momentum that is carried by the created hadron. In this respect, the string
picture is substantially more predictive than for the flavour selection. Firstly, the requirement that the
fragmentation be independent of the sequence in which breakups are considered (causality) imposes
a “left-right symmetry” on the possible form of the fragmentation function, f(z), with the solution

f(z) / 1

z

(1� z)

a
exp

✓
�b (m

2
h + p

2
?h)

z

◆
, (68)

which is known as the Lund symmetric fragmentation function (normalized to unit integral). As a
by-product, the probability distribution in invariant time ⌧ of q

0
q̄ breakup vertices, or equivalently

� = (⌧)

2, is also obtained, with dP/d� / �

a
exp(�b�) implying an area law for the colour flux,

and the average breakup time lying along a hyperbola of constant invariant time ⌧0 ⇠ 10

�23
s [68].

The a and b parameters are the only free parameters of the fragmentation function, though a may
in principle be flavour-dependent. Note that the explicit mass dependence in f(z) implies a harder
fragmentation function for heavier hadrons (in the rest frame of the string).

The iterative selection of flavours, p?, and z values is illustrated in figure 21. A parton produced
in a hard process at some high scale QUV emerges from the parton shower, at the hadronization scale
QIR, with 3-momentum ~p = (~p?0, p+), where the “+” on the third component denotes “light-cone”
momentum, p± = E ± pz . Next, an adjacent d

¯

d pair from the vacuum is created, with relative
transverse momenta ±p?1. The fragmenting quark combines with the ¯

d from the breakup to form a
23The four L = 1 multiplets are implemented in PYTHIA, but are disabled by default, largely because several states are

poorly known and thus may result in a worse overall description when included.
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Iterative String Breaks
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Iterate String → Hadron + String’ 

Causality + Left-Right Symmmetry: 

… the fragmentation of a 
fast parton into a jet …

cuto↵ Q
had

, may be larger than the purely non-perturbative /⇡ above, to account for e↵ects
of additional unresolved soft-gluon radiation below Q

had

. In principle, the magnitude of this
additional component should scale with the cuto↵, but in practice it is up to the user to
enforce this by retuning the relevant parameter when changing the hadronization scale.

Since quark masses are di�cult to define for light quarks, the value of the strangeness
suppression is determined from experimental observables, such as the K/⇡ and K⇤/⇢ ratios.
The parton-shower evolution generates a small amount of strangeness as well, through per-
turbative g ! ss̄ splittings. The optimal value for the non-perturbative 2s/(u + d) ratio
should therefore exhibit a mild anticorrelation with the amount of quarks produced in the
perturbative stage.

Baryon production can also be incorporated, by allowing string breaks to produce pairs
of diquarks, loosely bound states of two quarks in an overall 3̄ representation. Again, since
diquark masses are di�cult to define, the relative rate of diquark to quark production is
extracted, e.g. from the p/⇡ ratio, and since the perturbative shower splittings do not produce
diquarks, the e↵ective value for this parameter is mildly correlated with the amount of g ! qq̄
splittings occurring on the shower side. More advanced scenarios for baryon production have
also been proposed, see [48]. Within the PYTHIA framework, a fragmentation model including
baryon string junctions [49] is also available.

The next step of the algorithm is the assignment of the produced quarks within hadron
multiplets. Using a nonrelativistic classification of spin states, the fragmenting q may com-
bine with the q̄0 from a newly created breakup to produce a meson — or baryon, if diquarks
are involved — of a given valence quark spin S and angular momentum L. The lowest-lying
pseudoscalar and vector meson multiplets, and spin-1/2 and -3/2 baryons, are assumed to
dominate in a string framework1, but individual rates are not predicted by the model. This
is therefore the sector that contains the largest amount of free parameters.

From spin counting, the ratio V/P of vectors to pseudoscalars is expected to be 3, but in
practice this is only approximately true for B mesons. For lighter flavors, the di↵erence in
phase space caused by the V –P mass splittings implies a suppression of vector production.
When extracting the corresponding parameters from data, it is advisable to begin with
the heaviest states, since so-called feed-down from the decays of higher-lying hadron states
complicates the extraction for lighter particles, see section 1.2.3. For diquarks, separate
parameters control the relative rates of spin-1 diquarks vs. spin-0 ones and, likewise, have
to be extracted from data.

With p2

? and m2 now fixed, the final step is to select the fraction, z, of the fragmenting
endpoint quark’s longitudinal momentum that is carried by the created hadron, an aspect
for which the string model is highly predictive. The requirement that the fragmentation be
independent of the sequence in which breakups are considered (causality) imposes a “left-
right symmetry” on the possible form of the fragmentation function, f(z), with the solution

f(z) / 1

z
(1� z)a exp

✓
�b (m2

h

+ p2

?h

)

z

◆
, (1.11)

1
The PYTHIA implementation includes the lightest pseudoscalar and vector mesons, with the four L = 1

multiplets (scalar, tensor, and 2 pseudovectors) available but disabled by default, largely because several

states are poorly known and thus may result in a worse overall description when included. For baryons, the

lightest spin-1/2 and -3/2 multiplets are included.

13

Lund Symmetric String Fragmentation Function

The Lund 
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Low-x Issues (in MC/PDF context)
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๏Low x : parton carries tiny fraction of beam energy. 
!
!
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x⇤ =
2⇤QCD

ECM
x?0 =

2p?0

ECM

7 TeV:  
100 TeV:  

x ~ 10-5 - 10-4 

x ~ 10-6 - 10-4

x
-610 -510 -410 -310 -210 -110 1

0

5
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15

20
 = 0.119sαNNPDF2.3QED LO, 

 = 0.119sαNNPDF2.3QED NLO, 

 = 0.119sαNNPDF2.3QED NNLO, 

)2 = 2 GeV2xg(x,QHigher x :  momenta > ΛQCD  
→  pQCD ~ OK 

Smaller x : strong non-perturbative / 
colour-screening / saturation effects 
expected  

What does a PDF even mean? 
Highly relevant for MPI (& ISR) 
PDF must be a probability 
density → can only use LO PDFs 

(+ Constraints below x ~ 10-4 essentially just 
momentum conservation + flavour sum rules)

E.g.: 

arXiv:1404.5630

http://arxiv.org/abs/arXiv:1404.5630
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Table 8 Proton–proton diffractive cross sections measured by ALICE at
√

s = 0.9,2.76 and 7 TeV. Single diffraction is for MX < 200 GeV/c2

and double diffraction is for !η > 3. The errors quoted are the total systematic uncertainties. Statistical errors are negligible

√
s (TeV) σSD (mb) σDD (mb)

0.9 11.2+1.6
−2.1(syst) 5.6 ± 2.0(syst)

2.76 12.2+3.9
−5.3(syst) ± 0.2(lumi) 7.8 ± 3.2(syst) ± 0.2(lumi)

7 14.9+3.4
−5.9(syst) ± 0.5(lumi) 9.0 ± 2.6(syst) ± 0.3(lumi)

Fig. 12 Double-diffractive cross section as a function of centre-of–
mass energy. The theoretical model predictions represented as lines are
for !η > 3 and are defined as in Fig. 10. Data from other experiments
are taken from [63]

tracts non-diffractive events from their sample according to
a model. In any case, within the large uncertainties, we find
agreement between ALICE measurements and data from the
CERN SppS collider and the Tevatron, as well as with the
predictions of models [6–18].

7 Conclusion

A study of gaps in the pseudorapidity distributions of parti-
cles produced in pp collisions at the LHC was used to mea-
sure the fraction of diffractive events in inelastic pp colli-
sions at

√
s = 0.9,2.76 and 7 TeV. At

√
s = 0.9 TeV, the

ALICE result on diffractive fractions is consistent with the
UA5 data for pp collisions.

The diffraction study resulted in adjustments to the
Monte Carlo generators used for evaluating trigger efficien-
cies. The adjusted event-generator simulations together with
the measurements of the LHC luminosity with van der Meer
scans were used to obtain the inelastic proton–proton cross
section at

√
s = 2.76 and 7 TeV. The ALICE inelastic cross

section result at
√

s = 7 TeV is consistent with those from
ATLAS, CMS, and TOTEM.

Combining measured inelastic cross sections with
diffraction relative rates, cross sections were obtained for
single- and double-diffraction processes.

Cross section measurements were compared to other
measurements at the LHC, to lower energy data, and to pre-
dictions from current models [6–18], and are found to be
consistent with all of these, within present uncertainties.
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Table 1 Selection efficiencies
at

√
s = 0.9,2.76 and 7 TeV for

SD on the right and left sides
and for NSD collisions to be
classified as 1-arm-L(R) or
2-arm events. The errors listed
are systematic errors; statistical
errors are negligible

√
s (TeV) Process 1-arm-L 1-arm-R 2-arm

0.9 SD L-side 0.352+0.044
−0.014 0.004+0.005

−0.003 0.201+0.10
−0.05

SD R-side 0.002+0.002
−0.001 0.465+0.035

−0.031 0.198+0.105
−0.054

NSD 0.012 ± 0.004 0.025 ± 0.007 0.956 ± 0.014

2.76 SD L-side 0.301+0.115
−0.021 0.002+0.003

−0.001 0.073+0.054
−0.027

SD R-side 0.002+0.002
−0.001 0.395+0.104

−0.011 0.087+0.071
−0.036

NSD 0.017 ± 0.01 0.026 ± 0.008 0.946 ± 0.029

7 SD L-side 0.243+0.117
−0.029 0.0007+0.0010

−0.0006 0.041+0.032
−0.017

SD R-side 0.0002+0.0003
−0.0002 0.333+0.121

−0.027 0.038+0.034
−0.019

NSD 0.013 ± 0.003 0.022 ± 0.006 0.952 ± 0.014

Table 2 Measured 1-arm-L(R) to 2-arm ratios, and corresponding
ratio of SD to INEL cross sections for three centre-of-mass energies.
Corrected ratios include corrections for detector acceptance, efficiency,
beam background, electronics noise, and collision pileup. The total
corresponds to the sum of SD from the L-side and the R-side. The

errors shown are systematic uncertainties. In the 1-arm-L(R) to 2-arm
ratio, the uncertaities come from the estimate of the beam background.
The uncertainty on the cross section ratio comes mainly from the effi-
ciency error listed in Table 1. In all cases statistical errors are negligible

√
s (TeV) Ratio definition Ratio Side σSD/σINEL

Per side Total

0.9 1-arm-L/2-arm 0.0576 ± 0.0002 L-side 0.10 ± 0.02 0.21 ± 0.03

1-arm-R/2-arm 0.0906 ± 0.0003 R-side 0.11 ± 0.02

2.76 1-arm-L/2-arm 0.0543 ± 0.0004 L-side 0.09 ± 0.03 0.20+0.07
−0.08

1-arm-R/2-arm 0.0791 ± 0.0004 R-side 0.11+0.04
−0.05

7 1-arm-L/2-arm 0.0458 ± 0.0001 L-side 0.10+0.02
−0.04 0.20+0.04

−0.07

1-arm-R/2-arm 0.0680 ± 0.0001 R-side 0.10+0.02
−0.03

as the boundary between SD and NSD events. Changing the
upper diffractive-mass limit in the definition of SD from
MX = 200 GeV/c2 to MX = 50 GeV/c2 or 100 GeV/c2 at
both

√
s = 0.9 and 7 TeV does not make a difference to

the final results for the inelastic cross section, provided the
data are corrected using the same model as that used to pa-
rameterize the diffractive mass distribution. For example, at√

s = 0.9 TeV, if SD is defined for masses MX < 50 GeV/c2

(MX < 100 GeV/c2), the measured SD cross section de-
creases by 20 % (10 %), which agrees with the predictions
of the model [18] used for corrections.

The efficiencies, obtained as the average between the ad-
justed PYTHIA6 and PHOJET values for three processes
(L-side SD, R-side SD, and NSD events) and for each event
class are listed in Table 1 for the three energies under study.
As these efficiencies depend on the adjustment of the event
generators are in turn used for the adjustment, one iteration
was needed to reach the final values, as well as the final ad-
justment. The systematic errors in Table 1 include an esti-
mate of the uncertainty from the diffractive-mass distribu-
tion, and take into account the difference of efficiencies be-

tween the two Monte Carlo generators and the uncertainty
in the simulation of the detector response. The uncertainty
in the material budget is found to give a negligible con-
tribution. In order to estimate the systematic error due to
the uncertainty on the diffractive-mass distribution, the de-
pendence of the cross section on diffractive mass from the
model [18] was varied as described in Sect. 2, and, in addi-
tion, the diffractive-mass distribution from the Donnachie-
Landshoff model [32] was used.

The raw numbers of events in the different classes were
corrected for collision pileup by carrying out measurements
for various runs with different average number of collisions
per trigger. The relative rates of SD events (cross-section
ratios), Table 2, are calculated from the measured ratios of
1-arm-L(R) to 2-arm class events for a given DD fraction,
which was adjusted as described above in this section. Even
though the two sides of the detector are highly asymmet-
ric and have significantly different acceptances, they give
SD cross section values that are consistent, Table 2, which
serves as a useful cross-check for the various corrections.

Their definition of 
NSD appears to 
be generator-level 
(“pure”) NSD  
with a cut at MX = 
200 GeV/c2

Charged–particle multiplicities in proton–proton collisions ALICE Collaboration

4.4 Event selection e�ciency

The detector simulation was performed using GEANT3 [47], however, checks made with GEANT4
[48, 49] showed no significant di↵erence.

As described in [50], PYTHIA6 [51–53] and PHOJET [54, 55] event generators used by ALICE were
adjusted to reproduce the measured di↵raction cross-sections and the shapes of the di↵racted mass (MX)
distributions extracted from the Kaidalov-Poghosyan model [56]. These modified versions of event gen-
erators are referred to as “tuned for di↵raction”. Typically, �SD/�INEL ⇡ 0.20, where �INEL is the inelas-
tic cross-section, �SD is the SD cross-section for MX < 200 GeV/c2, and �DD/�INEL ⇡ 0.11, where �DD
is the double di↵raction cross-section for �⌘ > 3 (�⌘ is the size of the particle gap in the pseudorapidity
distribution). These fractions have insignificant energy dependence between 0.9 and 7 TeV [50], and the
values at 7 TeV were used for 8 TeV data.

Table 1 shows the number of events selected at each centre-of-mass energy prior to the zvtx requirement.
The event selection e�ciency as a function of the number of generated charged particles is shown in
Fig. 2 for the case |⌘| < 1 and the various centre-of-mass energies considered. At

p
s � 7 TeV the INEL

event selection e�ciency based on the MBOR trigger reaches 100% for a charged-particle multiplicity
above 8.

For SD events, the e�ciency of the MBAND selection reduces significantly when going to higher energies
(Fig. 2), because the Lorentz boost of the di↵racted system increases with increasing centre-of-mass
energies. This implies that in the normalization to the NSD event class, corrections for the remaining SD
contribution become smaller when going to higher energies. The MBAND trigger selects 84%, 86%, 87%
and 87% of the MBOR triggers, and 13%, 4%, 1% and 1% of the SD events satisfy the MBAND selection,
at
p

s = 0.9, 2.76, 7 and 8 TeV, respectively.

5 Track selection and multiplicity algorithms

5.1 Track quality requirements

The following criteria were used to select reconstructed tracks associated to the main event vertex:

– for tracks reconstructed from both ITS and TPC information (global tracks), the selection requires at
least 70 pad hit clusters in the TPC, a good track quality (�2

.
dof < 4), a distance of closest approach

(DCA) along the z direction (DCAz) < 0.5 cm, and a pT-dependent transverse DCA (DCAT) require-
ment, which corresponds to a 7 sigma selection. DCAT conditions are relaxed by a factor 1.5 for tracks
lacking SPD hits.

– for tracks reconstructed with ITS information only (ITS-only tracks) the number of ITS hit clusters
associated to the track must be larger than 3, among the 6 layers of the ITS, and �2

.
dof < 2.5. The

DCAz and DCAT requirements are the same as for global tracks.

– for SPD tracklets, the association to the vertex is ensured through a �2 requirement. Using the SPD
vertex as the origin, di↵erences in azimuthal (�' = '2 �'1, bending plane) and polar (�✓ = ✓2 � ✓1,
non-bending direction) angles are calculated between hits in the inner (layer 1) and in the outer (layer
2) SPD layers. Hit combinations, called tracklets, are selected with the following condition

�2 ⌘ (�')2

�2
'

+
1

sin2
⇣
✓1+✓2

2

⌘ ⇥ (�✓)2

�2
✓

< 1.6 (2)

where �' = 0.08 rad, �✓ = 0.025 rad and the sin2 factor takes into account the ✓ dependence of �✓.
The �2 value 1.6 was chosen to lie well within the part of the �2 distribution of the data correctly

9

Eur. Phys. J. C (2013) 73:2456
DOI 10.1140/epjc/s10052-013-2456-0

Regular Article - Experimental Physics

Measurement of inelastic, single- and double-diffraction cross
sections in proton–proton collisions at the LHC with ALICE

The ALICE Collaboration⋆

This publication is dedicated to the memory of our colleague A.B. Kaidalov who recently passed away.

CERN, 1211 Geneva 23, Switzerland

Received: 12 September 2012 / Revised: 28 January 2013 / Published online: 8 June 2013
© CERN for the benefit of the ALICE collaboration 2013. This article is published with open access at Springerlink.com

Abstract Measurements of cross sections of inelastic and
diffractive processes in proton–proton collisions at LHC en-
ergies were carried out with the ALICE detector. The frac-
tions of diffractive processes in inelastic collisions were de-
termined from a study of gaps in charged particle pseudora-
pidity distributions: for single diffraction (diffractive mass
MX < 200 GeV/c2) σSD/σINEL = 0.21 ± 0.03,0.20+0.07

−0.08,
and 0.20+0.04

−0.07, respectively at centre-of-mass energies
√

s =
0.9,2.76, and 7 TeV; for double diffraction (for a pseudora-
pidity gap #η > 3) σDD/σINEL = 0.11 ± 0.03,0.12 ± 0.05,
and 0.12+0.05

−0.04, respectively at
√

s = 0.9,2.76, and 7 TeV. To
measure the inelastic cross section, beam properties were
determined with van der Meer scans, and, using a simu-
lation of diffraction adjusted to data, the following values
were obtained: σINEL = 62.8+2.4

−4.0(model) ± 1.2(lumi) mb
at

√
s = 2.76 TeV and 73.2+2.0

−4.6(model) ± 2.6(lumi) mb at√
s = 7 TeV. The single- and double-diffractive cross sec-

tions were calculated combining relative rates of diffrac-
tion with inelastic cross sections. The results are compared
to previous measurements at proton–antiproton and proton–
proton colliders at lower energies, to measurements by other
experiments at the LHC, and to theoretical models.

1 Introduction

The cross sections of inelastic and diffractive processes in
proton–proton (pp) collisions are among the basic observ-
ables used to characterize the global properties of interac-
tions, and thus are always a subject of interest at a new
centre-of-mass energy. The behaviour of hadronic cross sec-
tions at high energies is usually described in the frame-
work of Regge theory [1–3] and its various QCD-inspired

⋆ e-mail: Martin.Poghosyan@cern.ch

interpretations [4, 5]. As these collisions are dominated by
relatively small-momentum transfer processes, such mea-
surements contribute to the theoretical understanding of
QCD in the non-perturbative regime. Recent developments
in the field can be found in Refs. [6–18]. As the LHC ex-
plores hadron collisions at centre-of-mass energies (up to√

s = 7 TeV used in the present analysis), corresponding
to laboratory energies between 4 × 1014 and 2.6 × 1016 eV,
close to the knee (1015–1016 eV) observed in the energy dis-
tribution of cosmic rays, these measurements are also rele-
vant in this context.

It is customary to distinguish two contributions to the in-
elastic cross section: diffractive processes and non-diffractive
processes. At a centre-of-mass energy

√
s = 1.8 TeV, at the

Tevatron, diffractive processes (single and double diffrac-
tion combined) represent about 25 % of inelastic colli-
sions [19, 20]. At LHC energies, it is expected that diffrac-
tive processes also account for a large fraction of the inelas-
tic cross section.

When presenting LHC measurements such as particle
momentum distributions, cross sections, etc. for Non-Single
Diffractive (NSD) or Inelastic (INEL) event classes, the un-
certainty on the diffractive processes may dominate the over-
all systematic error (see, for instance, Ref. [21]). Therefore,
it is essential to measure, as precisely as possible, the prop-
erties of these processes. In addition, the nucleon–nucleon
inelastic cross section is a basic parameter used as an in-
put for model calculations to determine the number of par-
ticipating nucleons and the number of nucleon–nucleon bi-
nary collisions for different centrality classes in heavy-ion
collisions [22], the main focus of the ALICE scientific pro-
gramme. This publication reports measurements of inelas-
tic pp cross sections with a precision better than 6 %, and
emphasizes the importance of diffraction processes in such
measurements.

(alt def : MX
2 < 0.05s)

Ecm mX xi xi

200 200 1.000 1.0E+00

500 200 0.160 1.6E-01

900 200 0.049 4.9E-02

2760 200 0.0053 5.3E-03

7000 200 0.00082 8.2E-04

13000 200 0.00024 2.4E-04

100000 200 0.0000040 4.0E-06

Ecm xi mX xi mX xi mX

900 0.05 201 5.0E-06 2.0 1.0E-03 28.5

2760 0.05 617 5.0E-06 6.2 1.0E-03 87.3

7000 0.05 1565 5.0E-06 15.7 1.0E-03 221.4

13000 0.05 2907 5.0E-06 29.1 1.0E-03 411.1

100000 0.05 22361 5.0E-06 223.6 1.0E-03 3162.3
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Table 3 MBAND and MBOR trigger efficiencies obtained from the
adjusted Monte Carlo simulations; comparison of the measured and
simulated trigger ratios MBAND/MBOR at

√
s = 0.9,2.76 and 7 TeV.

Errors shown are systematic uncertainties calculated in a similar way
to that for Table 1, statistical errors are negligible

√
s (TeV) MBAND (%) MBOR (%) MBAND/MBOR

Measured Simulated

0.9 76.3+2.2
−0.8 91.0+3.2

−1.0 0.8401 ± 0.0004 0.839+0.006
−0.008

2.76 76.0+5.2
−2.8 88.1+5.9

−3.5 0.8613 ± 0.0006 0.863+0.02
−0.03

7 74.2+5.0
−2.0 85.2+6.2

−3.0 0.8727 ± 0.0001 0.871 ± 0.007

Table 4 Cross section ratios of DD with !η > 3 to inelastic events, at√
s = 0.9,2.76 and 7 TeV. The errors shown are systematic uncertain-

ties calculated in a similar way to that for Table 1, in all cases statistical
errors are negligible

√
s (TeV) σDD/σINEL

0.9 0.11 ± 0.03

2.76 0.12 ± 0.05

7 0.12+0.05
−0.04

The SD fraction obtained at
√

s = 0.9 TeV is found to be
consistent with the UA5 measurement for pp collisions [23].
The agreement with the UA5 result is much better if a 1/MX

diffractive-mass dependence is used for our correction pro-
cedure, as was done for the UA5 measurements.

The MBAND and MBOR trigger efficiencies (Table 3)
were obtained from the ALICE simulation, using the ad-
justed PYTHIA6 and PHOJET event generators. In practice,
for each assumption on the diffractive-mass distribution and
for each fragmentation model, we determined together the
diffractive fractions and the MBAND and MBOR trigger effi-
ciencies for detecting inelastic events.

An important cross-check of the simulation was obtained
by comparing the measured and simulated ratios of the
MBAND to MBOR rates (Table 3), which were found to be
in agreement. The observed ratios were corrected for event
pileup, using several runs with different values of the aver-
age pileup probability.

4.3 Relative rate of double diffraction

DD events are defined as NSD events with a large pseu-
dorapidity gap. After adjustments, the Monte Carlo gener-
ators reproduce the measured gap width distributions (in the
pseudorapidity range approximately −3.7 < η < 5.1) and
the event ratios with reasonable accuracy. They may then
be used to estimate the fraction of NSD events having a
gap !η > 3 in the full phase space, relative to all inelas-
tic events. These fractions are given in Table 4. This !η

value was chosen for the separation between DD and ND
events in order to facilitate comparison with lower energy
data. Note that this DD relative rate includes a contribution

from simulated events that were flagged by the event gener-
ators as ND. The fraction of such events is model-dependent
and differs by a factor of two between PYTHIA6 and PHO-
JET. Up to 50 % of the DD events can be attributed to these
ND-simulated events for !η > 3.

5 van der Meer scans

In order to determine the inelastic cross section, the lumi-
nosity has to be measured. The proton bunch current is ob-
tained from induction signals in coils arranged around the
beam pipe [43–46], and van der Meer scans of the ALICE
beam profiles are used to study the geometry of the beam
interaction region.

The trigger condition MBAND was used for this measure-
ment. The rate dN/dt for this trigger is given by

dN

dt
= A × σINEL × L.

Here A accounts for the acceptance and efficiency of the
MBAND trigger (determined in previous section with ad-
justed simulations, Table 3), σINEL is the pp inelastic cross-
section and L the luminosity. A simultaneous measurement
of the LHC luminosity and the interaction rate determines
the cross section A × σINEL for the MBAND trigger (see Ta-
ble 5).

The luminosity for a single proton bunch pair colliding at
zero crossing angle is given by

L = f N1N2/hxhy,

where f is the revolution frequency for the accelerator
(11245.5 Hz for the LHC), N1, N2 the number of protons
in each bunch, and hx , hy the effective transverse widths of
the interaction region. In practice, the effective width folds
in small corrections for a non-zero crossing angle.

The parameters hx and hy are obtained from their respec-
tive rate-versus-displacement curves as the ratio of the area
under the curve to the height at zero displacement. For Gaus-
sian beam profiles

hx =
√

2π
(
σ 2

1x + σ 2
2x

)
,

From Beate: 
ATLAS has measured the total inelastic cross section using roman pots as 71.34+-0.90mb [arXiv:1408.5778]. ATLAS has also 
measured the inelastic cross section for xi>5x10^-6 (or mX>15.7 GeV) and found 60.3+-2.1 mb [arXiv:1104.0326]. So, the cross 
section for x<5x10^-6 is 11.0+-2.3 mb. Pythia predicts only 6 mb, and so disagrees by more than  2sigma. Using the DL model with 
the default parameter choice (epsilon=0.085, alpha'=0.25) gives a good description [see discussion on p34 of arxiv:1408.5778).
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has just one pseudo-track, then ηL = ηR. We classify as one-
track events all events satisfying the condition ηR −ηL < 0.5
and having all pseudo-tracks within 45◦ in ϕ. For such
events, we determine the centre of the pseudorapidity dis-
tribution as ηC = 1

2 (ηL + ηR), and

(i) if ηC < 0 the event is classified as 1-arm-L;
(ii) if ηC > 0 the event is classified as 1-arm-R.

The multi-track events are classified in a different way.
For these events, we use the distance dL from the track with
pseudorapidity ηL to the lower edge of the acceptance, the
distance dR from the track with pseudorapidity ηR to the up-
per edge of the acceptance, and the largest gap #η between
adjacent tracks (see Fig. 5). Then,

(i) if the largest gap #η between adjacent tracks is larger
than both dL and dR, the event is classified as 2-arm;

Fig. 5 Pseudorapidity ranges covered by FMD, SPD and VZERO
(V0-L and V0-R) detectors, with an illustration of the distances dL
and dR from the edges (ηL and ηR, respectively) of the particle pseu-
dorapidity distribution to the edges of the ALICE detector acceptance
(vertical dashed lines—for the nominal interaction point position) and
the largest gap #η between adjacent tracks. The centre of the largest
gap is denoted ηgC. L and R stand for Left and Right, respectively,
following the convention defined in Sect. 3

(ii) if both of the edges ηL, ηR of the pseudo-rapidity dis-
tribution are in the interval −1 ≤ η ≤ 1, the event is
classified as 2-arm;

(iii) otherwise, if ηR < 1 the event is classified as 1-arm-L,
or if ηL > −1 the event is classified as 1-arm-R;

(iv) any remaining events are classified as 2-arm.

The ALICE Monte Carlo simulation consists of four
main stages: (a) event generation; (b) transport through ma-
terial; (c) detector simulation, and (d) event reconstruc-
tion. In Figs. 6 and 7, we compare gap properties between
data and Monte Carlo simulation after event reconstruction
(stage d).

In Fig. 6 left, the gap width distribution for 2-arm events
is compared to simulations with and without DD, to illus-
trate the sensitivity to the DD fraction. The gap width distri-
bution at large #η cannot be described by simulations with-
out DD. However, the default DD fraction in PYTHIA6 sig-
nificantly overestimates the distribution of large pseudora-
pidity gaps, while the default DD distribution in PHOJET
significantly underestimates it. Adjustments to these frac-
tions can bring the predictions of the two generators into
better agreement with the data, and lead to a method to esti-
mate the DD fraction. A similar approach was employed by
the CDF collaboration [24]. The DD fractions in PYTHIA6
and PHOJET were varied in steps so as to approach the mea-
sured distribution.

The aim of the adjustment is to bracket the data. At
the end of the adjustment the PYTHIA6 data still overes-
timate the data, and the PHOJET data underestimate it, but
the agreement between data and Monte Carlo is brought to
10 % for the bin in closest agreement above #η = 3 (see
Fig. 6 right). Further adjustment leads to a deterioration in

Fig. 6 Largest pseudorapidity gap width distribution for 2-arm events,
comparison between the data (black points) and various simulations
(stage d). Left: dotted blue and solid red lines were obtained from de-
fault PYTHIA6 and PHOJET, respectively; dashed blue and dashed-
dotted red lines were obtained by setting the DD fraction to zero in

PYTHIA6 and PHOJET, respectively. Right: dotted blue and solid red
lines are the same as on the left side; dashed blue and dashed-dotted
red lines are for adjusted PYTHIA6 and PHOJET, respectively; the ra-
tio of simulation to data is shown below with the same line styles for
the four Monte Carlo calculations
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Abstract Measurements of cross sections of inelastic and
diffractive processes in proton–proton collisions at LHC en-
ergies were carried out with the ALICE detector. The frac-
tions of diffractive processes in inelastic collisions were de-
termined from a study of gaps in charged particle pseudora-
pidity distributions: for single diffraction (diffractive mass
MX < 200 GeV/c2) σSD/σINEL = 0.21 ± 0.03,0.20+0.07

−0.08,
and 0.20+0.04

−0.07, respectively at centre-of-mass energies
√

s =
0.9,2.76, and 7 TeV; for double diffraction (for a pseudora-
pidity gap #η > 3) σDD/σINEL = 0.11 ± 0.03,0.12 ± 0.05,
and 0.12+0.05

−0.04, respectively at
√

s = 0.9,2.76, and 7 TeV. To
measure the inelastic cross section, beam properties were
determined with van der Meer scans, and, using a simu-
lation of diffraction adjusted to data, the following values
were obtained: σINEL = 62.8+2.4

−4.0(model) ± 1.2(lumi) mb
at

√
s = 2.76 TeV and 73.2+2.0

−4.6(model) ± 2.6(lumi) mb at√
s = 7 TeV. The single- and double-diffractive cross sec-

tions were calculated combining relative rates of diffrac-
tion with inelastic cross sections. The results are compared
to previous measurements at proton–antiproton and proton–
proton colliders at lower energies, to measurements by other
experiments at the LHC, and to theoretical models.

1 Introduction

The cross sections of inelastic and diffractive processes in
proton–proton (pp) collisions are among the basic observ-
ables used to characterize the global properties of interac-
tions, and thus are always a subject of interest at a new
centre-of-mass energy. The behaviour of hadronic cross sec-
tions at high energies is usually described in the frame-
work of Regge theory [1–3] and its various QCD-inspired

⋆ e-mail: Martin.Poghosyan@cern.ch

interpretations [4, 5]. As these collisions are dominated by
relatively small-momentum transfer processes, such mea-
surements contribute to the theoretical understanding of
QCD in the non-perturbative regime. Recent developments
in the field can be found in Refs. [6–18]. As the LHC ex-
plores hadron collisions at centre-of-mass energies (up to√

s = 7 TeV used in the present analysis), corresponding
to laboratory energies between 4 × 1014 and 2.6 × 1016 eV,
close to the knee (1015–1016 eV) observed in the energy dis-
tribution of cosmic rays, these measurements are also rele-
vant in this context.

It is customary to distinguish two contributions to the in-
elastic cross section: diffractive processes and non-diffractive
processes. At a centre-of-mass energy

√
s = 1.8 TeV, at the

Tevatron, diffractive processes (single and double diffrac-
tion combined) represent about 25 % of inelastic colli-
sions [19, 20]. At LHC energies, it is expected that diffrac-
tive processes also account for a large fraction of the inelas-
tic cross section.

When presenting LHC measurements such as particle
momentum distributions, cross sections, etc. for Non-Single
Diffractive (NSD) or Inelastic (INEL) event classes, the un-
certainty on the diffractive processes may dominate the over-
all systematic error (see, for instance, Ref. [21]). Therefore,
it is essential to measure, as precisely as possible, the prop-
erties of these processes. In addition, the nucleon–nucleon
inelastic cross section is a basic parameter used as an in-
put for model calculations to determine the number of par-
ticipating nucleons and the number of nucleon–nucleon bi-
nary collisions for different centrality classes in heavy-ion
collisions [22], the main focus of the ALICE scientific pro-
gramme. This publication reports measurements of inelas-
tic pp cross sections with a precision better than 6 %, and
emphasizes the importance of diffraction processes in such
measurements.
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Fig. 12: Charged-particle pseudorapidity density in the pseudorapidity region |⌘|< 0.5 (dNch/d⌘ at ⌘= 0 calculated
as the integral of the data over |⌘| < 0.5) for INEL, NSD, and INEL>0 collisions, as a function of the centre-of-
mass energy. Lines indicate fits with a power-law dependence on

p
s. Grey bands represent the one standard

deviation range. Data points at the same energy have been shifted horizontally for visibility. The LHC nominal
centre-of-mass energy is indicated by a vertical line. Data other than from ALICE used in this figure are taken
from references [25, 33, 69, 71–78].

At
p

s = 7 TeV, both PYTHIA6 Perugia0 and PHOJET fail to reproduce the data. They severely underes-
timate the high multiplicity part of the distribution. PYTHIA6 Perugia 2011, EPOS LHC and PYTHIA8
4C give a reasonable fit of the low multiplicity region but underestimate the data above Nch ⇡ 60.

9.5 Parameterization of multiplicity distributions with NBDs

Single Negative Binomial Distributions (NBD) have been traditionally used to parameterize particle
multiplicity distributions in hadron collisions

PNBD (n, hni ,k) =
� (n+ k)
� (k)� (n+1)

" hni
hni+ k

#n
⇥
"

k
hni+ k

#k
(14)

where hni is the average multiplicity and the variance is given by

D2 =
D
n2
E
�hni = hni+ hni

2

k
(15)

The parameter k is related to the two-particle correlation function, in the pseudorapidity interval consid-
ered [81]. In the limit k!1, the NBD becomes a Poisson distribution.

In previous ALICE data, for the NSD event class, no strong deviation from a single NBD fit was observed
at
p

s= 0.9 and 2.36 TeV, for |⌘| 1, while a hint of a substructure appears at |⌘|< 1.3 [2]. At
p

s= 7 TeV,
for the INEL>0 event class, the single NBD fit slightly underestimated the data at low multiplicity
(Nch < 5), and slightly overestimated the data at high multiplicities (Nch > 55) [3].

In the present data, for all event classes, already at
p

s = 0.9 TeV, there is a hint that single NBD fits start
diverging from the data at the higher multiplicity, for |⌘| < 0.5 and 1.0. More significant departure from
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p

s = 0.9 TeV, for the three normalizations defined in the text, and a comparison with
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vertical axis. Systematic uncertainties on previous data are shown as error bars (except for UA5, with coloured
bands), while they are shown as grey bands for the data from this publication.

p
sss (TeV) INEL NSD INEL>0

0.9 2.94+0.11
�0.05 3.61+0.17

�0.16 3.75+0.06
�0.05

2.366 3.77+0.25
�0.12 4.43+0.17

�0.12 —
2.76 3.75+0.26

�0.16 4.63+0.30
�0.19 4.76+0.08

�0.07

7 4.60+0.34
�0.17 5.74+0.15

�0.15 5.98+0.09
�0.07

8 4.66+0.35
�0.17 5.90+0.15

�0.13 6.13+0.10
�0.08

Table 7: Summary of ALICE measurements of dNch/d⌘ at ⌘ = 0 (integral of the data over |⌘| < 0.5), for centre-of-
mass energies and event classes considered in this study. The errors shown are systematic errors. Statistical errors
are negligible.

can be parameterized as dNch/d⌘ ⇠ s�. Combining the ALICE data with other data at the LHC and at
lower energies, we obtain � = 0.102±0.003, 0.114±0.003 and 0.114±0.00157, for the INEL, NSD and
INEL>0 event classes, respectively, to be compared to � ' 0.15 for central Pb–Pb collisions [57]. This
is clear evidence that the particle pseudorapidity density increases faster with energy in Pb–Pb collisions
than in pp collisions. Fits are shown on Fig. 12 and Table 8 gives extrapolations to centre-of-mass en-
ergies of 13 and 14 TeV (LHC design energy). While this paper was prepared, the fisrt measurement at
13 TeV by CMS appeared [70], resulting in dNch/d⌘||⌘|<0.5 = 5.49±0.01 (stat)±0.17 (syst) for inelastic
events which is consistent with our extrapolation of 5.30± 0.24. Over the LHC energy range, from 0.9
to 14 TeV, while the centre-of-mass energy increases by a factor 15.5, extrapolation of present data for
dNch/d⌘ at ⌘ = 0 shows an increase by factors 1.75± 0.03, 1.87± 0.03 and 1.87± 0.01, respectively for
the three event classes. The multiplicity increase is similar for NSD and INEL>0 classes but slightly
lower for the INEL class.

7The uncertainty on � was obtained, assuming that the data errors are independent at di↵erent centre-of-mass energies,
which is not strictly the case.

24

Charged–particle multiplicities in proton–proton collisions ALICE Collaboration

η2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

η
/d

ch
Nd

3

4

5

 = 0.9 TeVsALICE pp @ 

 fo
r I

N
EL

>0
η

/d
ch

Nd

3

4

ALICE INEL
ALICE NSD
ALICE INEL
ALICE NSD
UA5 INEL
UA5 NSD
CMS NSD

ALICE INEL>0
ALICE INEL>0[2]

[2]
[69]
[69]
[33]

[3]

Fig. 8: dNch/d⌘ vs. ⌘ at
p

s = 0.9 TeV, for the three normalizations defined in the text, and a comparison with
ALICE previous measurements [2, 3], UA5 [69] and CMS [33]. Note that to avoid overlap of data points on the
figure, the INEL>0 data were displaced vertically, and for these data the scale is to be read o↵ the right-hand side
vertical axis. Systematic uncertainties on previous data are shown as error bars (except for UA5, with coloured
bands), while they are shown as grey bands for the data from this publication.

p
sss (TeV) INEL NSD INEL>0

0.9 2.94+0.11
�0.05 3.61+0.17

�0.16 3.75+0.06
�0.05

2.366 3.77+0.25
�0.12 4.43+0.17

�0.12 —
2.76 3.75+0.26

�0.16 4.63+0.30
�0.19 4.76+0.08

�0.07

7 4.60+0.34
�0.17 5.74+0.15

�0.15 5.98+0.09
�0.07

8 4.66+0.35
�0.17 5.90+0.15

�0.13 6.13+0.10
�0.08

Table 7: Summary of ALICE measurements of dNch/d⌘ at ⌘ = 0 (integral of the data over |⌘| < 0.5), for centre-of-
mass energies and event classes considered in this study. The errors shown are systematic errors. Statistical errors
are negligible.

can be parameterized as dNch/d⌘ ⇠ s�. Combining the ALICE data with other data at the LHC and at
lower energies, we obtain � = 0.102±0.003, 0.114±0.003 and 0.114±0.00157, for the INEL, NSD and
INEL>0 event classes, respectively, to be compared to � ' 0.15 for central Pb–Pb collisions [57]. This
is clear evidence that the particle pseudorapidity density increases faster with energy in Pb–Pb collisions
than in pp collisions. Fits are shown on Fig. 12 and Table 8 gives extrapolations to centre-of-mass en-
ergies of 13 and 14 TeV (LHC design energy). While this paper was prepared, the fisrt measurement at
13 TeV by CMS appeared [70], resulting in dNch/d⌘||⌘|<0.5 = 5.49±0.01 (stat)±0.17 (syst) for inelastic
events which is consistent with our extrapolation of 5.30± 0.24. Over the LHC energy range, from 0.9
to 14 TeV, while the centre-of-mass energy increases by a factor 15.5, extrapolation of present data for
dNch/d⌘ at ⌘ = 0 shows an increase by factors 1.75± 0.03, 1.87± 0.03 and 1.87± 0.01, respectively for
the three event classes. The multiplicity increase is similar for NSD and INEL>0 classes but slightly
lower for the INEL class.

7The uncertainty on � was obtained, assuming that the data errors are independent at di↵erent centre-of-mass energies,
which is not strictly the case.

24

Charged–particle multiplicities in proton–proton collisions ALICE Collaboration

η2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

η
/d

ch
Nd

3

4

5

 = 0.9 TeVsALICE pp @ 

 fo
r I

N
EL

>0
η

/d
ch

Nd

3

4

ALICE INEL
ALICE NSD
ALICE INEL
ALICE NSD
UA5 INEL
UA5 NSD
CMS NSD

ALICE INEL>0
ALICE INEL>0[2]

[2]
[69]
[69]
[33]

[3]

Fig. 8: dNch/d⌘ vs. ⌘ at
p

s = 0.9 TeV, for the three normalizations defined in the text, and a comparison with
ALICE previous measurements [2, 3], UA5 [69] and CMS [33]. Note that to avoid overlap of data points on the
figure, the INEL>0 data were displaced vertically, and for these data the scale is to be read o↵ the right-hand side
vertical axis. Systematic uncertainties on previous data are shown as error bars (except for UA5, with coloured
bands), while they are shown as grey bands for the data from this publication.

p
sss (TeV) INEL NSD INEL>0

0.9 2.94+0.11
�0.05 3.61+0.17

�0.16 3.75+0.06
�0.05

2.366 3.77+0.25
�0.12 4.43+0.17

�0.12 —
2.76 3.75+0.26

�0.16 4.63+0.30
�0.19 4.76+0.08

�0.07

7 4.60+0.34
�0.17 5.74+0.15

�0.15 5.98+0.09
�0.07

8 4.66+0.35
�0.17 5.90+0.15

�0.13 6.13+0.10
�0.08

Table 7: Summary of ALICE measurements of dNch/d⌘ at ⌘ = 0 (integral of the data over |⌘| < 0.5), for centre-of-
mass energies and event classes considered in this study. The errors shown are systematic errors. Statistical errors
are negligible.

can be parameterized as dNch/d⌘ ⇠ s�. Combining the ALICE data with other data at the LHC and at
lower energies, we obtain � = 0.102±0.003, 0.114±0.003 and 0.114±0.00157, for the INEL, NSD and
INEL>0 event classes, respectively, to be compared to � ' 0.15 for central Pb–Pb collisions [57]. This
is clear evidence that the particle pseudorapidity density increases faster with energy in Pb–Pb collisions
than in pp collisions. Fits are shown on Fig. 12 and Table 8 gives extrapolations to centre-of-mass en-
ergies of 13 and 14 TeV (LHC design energy). While this paper was prepared, the fisrt measurement at
13 TeV by CMS appeared [70], resulting in dNch/d⌘||⌘|<0.5 = 5.49±0.01 (stat)±0.17 (syst) for inelastic
events which is consistent with our extrapolation of 5.30± 0.24. Over the LHC energy range, from 0.9
to 14 TeV, while the centre-of-mass energy increases by a factor 15.5, extrapolation of present data for
dNch/d⌘ at ⌘ = 0 shows an increase by factors 1.75± 0.03, 1.87± 0.03 and 1.87± 0.01, respectively for
the three event classes. The multiplicity increase is similar for NSD and INEL>0 classes but slightly
lower for the INEL class.

7The uncertainty on � was obtained, assuming that the data errors are independent at di↵erent centre-of-mass energies,
which is not strictly the case.

24

Charged–particle multiplicities in proton–proton collisions ALICE Collaboration

η2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

η
/d

ch
Nd

3

4

5

 = 0.9 TeVsALICE pp @ 

 fo
r I

N
EL

>0
η

/d
ch

Nd

3

4

ALICE INEL
ALICE NSD
ALICE INEL
ALICE NSD
UA5 INEL
UA5 NSD
CMS NSD

ALICE INEL>0
ALICE INEL>0[2]

[2]
[69]
[69]
[33]

[3]

Fig. 8: dNch/d⌘ vs. ⌘ at
p

s = 0.9 TeV, for the three normalizations defined in the text, and a comparison with
ALICE previous measurements [2, 3], UA5 [69] and CMS [33]. Note that to avoid overlap of data points on the
figure, the INEL>0 data were displaced vertically, and for these data the scale is to be read o↵ the right-hand side
vertical axis. Systematic uncertainties on previous data are shown as error bars (except for UA5, with coloured
bands), while they are shown as grey bands for the data from this publication.

p
sss (TeV) INEL NSD INEL>0

0.9 2.94+0.11
�0.05 3.61+0.17

�0.16 3.75+0.06
�0.05

2.366 3.77+0.25
�0.12 4.43+0.17

�0.12 —
2.76 3.75+0.26

�0.16 4.63+0.30
�0.19 4.76+0.08

�0.07

7 4.60+0.34
�0.17 5.74+0.15

�0.15 5.98+0.09
�0.07

8 4.66+0.35
�0.17 5.90+0.15

�0.13 6.13+0.10
�0.08

Table 7: Summary of ALICE measurements of dNch/d⌘ at ⌘ = 0 (integral of the data over |⌘| < 0.5), for centre-of-
mass energies and event classes considered in this study. The errors shown are systematic errors. Statistical errors
are negligible.

can be parameterized as dNch/d⌘ ⇠ s�. Combining the ALICE data with other data at the LHC and at
lower energies, we obtain � = 0.102±0.003, 0.114±0.003 and 0.114±0.00157, for the INEL, NSD and
INEL>0 event classes, respectively, to be compared to � ' 0.15 for central Pb–Pb collisions [57]. This
is clear evidence that the particle pseudorapidity density increases faster with energy in Pb–Pb collisions
than in pp collisions. Fits are shown on Fig. 12 and Table 8 gives extrapolations to centre-of-mass en-
ergies of 13 and 14 TeV (LHC design energy). While this paper was prepared, the fisrt measurement at
13 TeV by CMS appeared [70], resulting in dNch/d⌘||⌘|<0.5 = 5.49±0.01 (stat)±0.17 (syst) for inelastic
events which is consistent with our extrapolation of 5.30± 0.24. Over the LHC energy range, from 0.9
to 14 TeV, while the centre-of-mass energy increases by a factor 15.5, extrapolation of present data for
dNch/d⌘ at ⌘ = 0 shows an increase by factors 1.75± 0.03, 1.87± 0.03 and 1.87± 0.01, respectively for
the three event classes. The multiplicity increase is similar for NSD and INEL>0 classes but slightly
lower for the INEL class.

7The uncertainty on � was obtained, assuming that the data errors are independent at di↵erent centre-of-mass energies,
which is not strictly the case.

24

http://arxiv.org/pdf/1509.07541.pdf


P e t e r  S k a n d s 34

๏ALICE fit predictions 
!
!
!

๏CMS sees a slightly higher multiplicity

M o n a s h  U n i v e r s i t y

Charged–particle multiplicities in proton–proton collisions ALICE Collaboration

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
η

/d
ch

Nd
3
4
5
6
7
8
9

ALICE pp INEL
8 TeV
7 TeV
2.76 TeV
0.9 TeV

η2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

R
at

io

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

3
4
5
6
7
8
9

NSD

η2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

R
at

io

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9 1− 0.5− 0 0.5 1

3
4
5
6
7
8
9

INEL>0

η1− 0.5− 0 0.5 1

R
at

io

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9

Fig. 10: Comparison of dNch/d⌘ vs. ⌘ measurements between the various centre-of-mass energies considered in
this study: NSD (left), INEL (middle), and INEL>0 (right). The lower parts of the figures show the ratios of data
at energies indicated to the data at 0.9 TeV, with corresponding colours. Systematic uncertainties are indicated as
coloured bands.

p
sss (TeV) INEL NSD INEL>0

13 5.30±0.24 6.50±0.20 6.86±0.10
13.5 5.33±0.25 6.56±0.20 6.92±0.10

14 5.37±0.25 6.62±0.20 6.98±0.10

Table 8: Extrapolations of dNch/d⌘, at ⌘ = 0, for the three event classes, to higher energies at the LHC (
p

s = 13
and 14 TeV), using the fits described in the text.

9.3 Multiplicity distributions of primary charged particles: measurements

The results of ALICE measurements of multiplicity distributions of charged primary particles are dis-
played as probability distributions (P(Nch)) in Figures 13 (INEL), 14 (NSD) and 15 (INEL>0). For the
first two event classes the measurements were obtained in three pseudorapidity intervals |⌘| < 0.5, 1 and
1.5, and for INEL>0 in |⌘| < 1. At

p
s = 7 TeV, P(Nch) varies over 6 to 7 orders of magnitude and the

multiplicity range reaches up to 160 in |⌘| < 1.5 for both INEL and NSD event classes. In |⌘| < 0.5 and
|⌘| < 1, the observed multiplicity reaches 10 times the mean multiplicity. It is expected that the average
energy density in proton collisions at the LHC, at

p
s = 14 TeV, is about 5 to 15 times smaller than en-

ergy densities reached in gold ions at RHIC [79]. Therefore, in proton-proton collisions of multiplicity
exceeding 10 times the average multiplicity, energy densities should overlap with those of heavy ion col-
lisions at RHIC, allowing to compare properties of systems with very di↵erent collision volumes (two to
three orders of magnitude) but the same energy density. Future runs of the LHC should allow extending
much further the range of multiplicities probed so far.

The high-multiplicity tail of the distribution increases as expected with increasing energy (Fig. 16). This
behaviour is studied quantitatively in Section 9.6 on KNO scaling and q-moment analysis.

The measurements presented in this publication are consistent with previous ALICE data, for INEL [2] atp
s = 0.9 TeV and INEL>0 [3] at

p
s = 7 TeV, in the multiplicity range where they overlap (Fig. 17). The

wavy structure already observed by ALICE in [2, 3], for multiplicities above Nch = 25, and previously by
UA5 [27], is still hardly significant, and it is not present in the raw data. This feature was also observed
in a study of CMS data [80]. Hence, we suspect that it is an artifact of the unfolding procedure, with a
period related to the width of the response matrix.
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Fig. 8: dNch/d⌘ vs. ⌘ at
p

s = 0.9 TeV, for the three normalizations defined in the text, and a comparison with
ALICE previous measurements [2, 3], UA5 [69] and CMS [33]. Note that to avoid overlap of data points on the
figure, the INEL>0 data were displaced vertically, and for these data the scale is to be read o↵ the right-hand side
vertical axis. Systematic uncertainties on previous data are shown as error bars (except for UA5, with coloured
bands), while they are shown as grey bands for the data from this publication.

p
sss (TeV) INEL NSD INEL>0

0.9 2.94+0.11
�0.05 3.61+0.17

�0.16 3.75+0.06
�0.05

2.366 3.77+0.25
�0.12 4.43+0.17

�0.12 —
2.76 3.75+0.26

�0.16 4.63+0.30
�0.19 4.76+0.08

�0.07

7 4.60+0.34
�0.17 5.74+0.15

�0.15 5.98+0.09
�0.07

8 4.66+0.35
�0.17 5.90+0.15

�0.13 6.13+0.10
�0.08

Table 7: Summary of ALICE measurements of dNch/d⌘ at ⌘ = 0 (integral of the data over |⌘| < 0.5), for centre-of-
mass energies and event classes considered in this study. The errors shown are systematic errors. Statistical errors
are negligible.

can be parameterized as dNch/d⌘ ⇠ s�. Combining the ALICE data with other data at the LHC and at
lower energies, we obtain � = 0.102±0.003, 0.114±0.003 and 0.114±0.00157, for the INEL, NSD and
INEL>0 event classes, respectively, to be compared to � ' 0.15 for central Pb–Pb collisions [57]. This
is clear evidence that the particle pseudorapidity density increases faster with energy in Pb–Pb collisions
than in pp collisions. Fits are shown on Fig. 12 and Table 8 gives extrapolations to centre-of-mass en-
ergies of 13 and 14 TeV (LHC design energy). While this paper was prepared, the fisrt measurement at
13 TeV by CMS appeared [70], resulting in dNch/d⌘||⌘|<0.5 = 5.49±0.01 (stat)±0.17 (syst) for inelastic
events which is consistent with our extrapolation of 5.30± 0.24. Over the LHC energy range, from 0.9
to 14 TeV, while the centre-of-mass energy increases by a factor 15.5, extrapolation of present data for
dNch/d⌘ at ⌘ = 0 shows an increase by factors 1.75± 0.03, 1.87± 0.03 and 1.87± 0.01, respectively for
the three event classes. The multiplicity increase is similar for NSD and INEL>0 classes but slightly
lower for the INEL class.

7The uncertainty on � was obtained, assuming that the data errors are independent at di↵erent centre-of-mass energies,
which is not strictly the case.
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Fig. 2: Charged-particle pseudorapidity density measured in the central pseudorapidity region |h |< 0.5 for INEL
and INEL>0 events [6–8, 15, 29–33]. The uncertainties are the quadratic sum of statistical and systematic con-
tributions. The lines are power-law fits of the energy dependence of the data and the grey bands represent the
standard deviation of the fits.

our measurement to Monte Carlo calculations performed with PYTHIA 6 [18] (Perugia-2011 [19]),
PYTHIA 8 [26] (Monash-2013 [24]) and EPOS LHC1 [27, 28] in both the INEL and INEL>0 event
classes. PYTHIA 6 calculations are in better agreement with the data than PYTHIA 8 in both classes,
with PYTHIA 8 being higher than the data by about 12% (7%) in INEL events and about 7% (3%) in
INEL>0 events at h ⇠ 0 (h ⇠ 1.5). EPOS LHC calculations are about 7% (4%) and about 7% (5%)
higher than the data in INEL and INEL>0 events, respectively, at h ⇠ 0 (h ⇠ 1.5). In Fig. 2 we show
a compilation of results on pseudorapidity density of charged particles measured at central rapidity at
different proton-proton collider energies [6–8, 15, 29–33]. The evolution with centre-of-mass energy
is shown for charged-particle pseudorapidity density measured in |h | < 0.5 for the INEL and INEL>0
results. The energy dependence of hdNch/dhi is parametrised by the power law asb fitted to data, where
a and b are free parameters. By combining the data at lower energies with ALICE and CMS results atp

s = 13 TeV, we obtain b = 0.103±0.002 and b = 0.111±0.004 for INEL and INEL>0 event classes,
respectively. Notice that the fit results assume that uncertainties at different centre-of-mass energies are
independent, which is not strictly the case.

Figure 3 presents the measured pT spectrum and its comparison with calculations with PYTHIA 6
(Perugia-2011), PYTHIA 8 (Monash-2013) and EPOS LHC. For bulk particle production, the mech-
anism of colour reconnection is an important one in the PYTHIA models (see discussion below and in
ref. [34]). EPOS is a model based on the Gribov-Regge theory at parton level [27]. Collective (flow-like)
effects are incorporated in the EPOS3 version [35] and treated via parametrisations in the EPOS LHC
version [28]. These event generators, benefitting from the tuning performed on the LHC data in Run
1, describe the pT spectrum reasonably well, although not in detail. It is interesting to note that both
PYTHIA 8 and EPOS LHC models show a similar pattern in the ratio to data with discrepancies up to
20% and that PYTHIA 6 overestimates particle production at high pT.

1Calculations performed with CRMC package version 1.5.3.
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